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All views are my own, and the methods based on information found online (esp Kimi, LIaMA, DeepSeek)
(nothing is related to OpenAl, unless explicitly stated)



ChatGPT G
LLMs

@ Whatareyou?

e LLMs & chatbots took over the world dbusier bl sorsleprisl

of artificial intelligence that

has been designed to

process and generate

human-like language.
* How do train those? @ Areyouhuman?

I’'m not a human and | don’t
have the ability to think or

feel in the same way that a

person does.

All numbers are approximate from different open-source projects, especially LLaMA and DeepSeek and Kimi.



General LLM training pipeline

/ Pretraining

Predict next word on
internet

Data: > 10T tokens
Time: months
Compute cost: > $10M

Q)ttleneck: data & Comp./

~

Only for reasoning models

/ Reasoning RL\ /

Think on questions with
objective answers

Data: ~1M problems

Time: weeks

Compute cost: > $1M
Bottleneck: RL env & hacks

"

/

Classic post-

training / RLHF
Max user utility & prefs

Data: ~100k problems
Time: days
Compute cost: > $100K

Q)ttleneck: data & evals J

!

Still called post-training

All numbers are approximate from different open-source projects, especially LLaMA and DeepSeek.




LLM training pipeline

Architecture What people
have been
. , ~ focusing on
Training algorithm/loss | until 2023
Data & RL env
What
Evaluation — matters in
practice
Systems and infra to scale |



LLM specializing pipeline

/ Prompting \

Art of asking the model what you
want

Data: 0
Time: hours
Compute cost: 0

Q)ttleneck: evals /

/ Finetuning \

Second stage of posttraining to
domain specific data

Data: ~10k-100k problems
Time: days
Compute cost: ~$10k-$100K

Q)ttleneck: data & evals

/




Pretraining

Method
Data

Compute




Pretraining

Goal: teach the model everything in the world
e Task: predict the next word

* Data: any reasonable data on internet
> 10T tokens (20-40T for llama 4, 15T for DSv3)
* >20B unique web pages

* Key since GPT-2 (2019)

To: Joe Lipscomb

New iMessage

Hi! Can you please drop|

Cancel




AR Language Models \dogs

5
e Task: predict the next word / \
* Steps:
1. tokenize Model
2. forward
3. predict probability of next token \ /
4. sample . B 3

Inference only

—

5. detokenize She likely prefers



A Simple Language Model: N-grams

How can you learn what to predict?

Eg how can you know what comes after the grass is

Idea: statistics!
* Take all occurrences of the grass is on Wikipedia
¢ Predicted probability for X is
P(X| the grass is) = Count(X| the grass is)/Count(the grass is)

Problem:

* You need to keep count of all occurrences for each n-gram

* Most sentences are unique: this can’t generalize

e Solution: neural networks



Neural Language Models

d-sized

Transform h linearly
from sizedto [V| - the
vocabulary size

vector

. Linear

Neural network

000

I saw a cat on a

Q000
Q0O
Q00O
000
000
Q000

V| tokens

_

P(x|I saw a cat on a)
softmax
layer

000000000 <«—

:vector representation of
contextI saw a cat ona

Input word embeddings

get probability
distribution for
the next token

process context
(previous history)
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https://lena-voita.github.io/nlp_course/language_modeling.html#intro
https://lena-voita.github.io/nlp_course/language_modeling.html#intro
https://lena-voita.github.io/nlp_course/language_modeling.html#intro
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e Idea: use

e Also: Ir

12

Pretraining Data

<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.@ Transitional//EN" "http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dlu - ~iicwe
xmlns="http://www.w3.0rg/1999/xhtml"> <head> <meta http-equiv="Content-Type" content="text/html; charset=utf-8" /> <title>000 084 -

Downloads Free 000 084 - Download 000 084 Software</title> <meta type="description" content="000 084 at Smart Code for free download. 0G0

084 freeware and shareware free downloads." /> <meta type="keywords" content="000 084, downloads, freeware, software, free, 000-084 Test

Prep Training, Pass4sure IBM 000-084, TopCerts DBO-084 Questions and Answers, HPO-084 Free Practice Exam Questions, Pass4sure ADOBE

9AP-B84" [> <link rel="shortcut icon" href="/design/favicon.ico" type="image/x-icon" /> <link href="/design/look.css" rel="stylesheet" f?l
type="text/css" /> <!--[if lte ie 6]> <link href="/design/iexploreré.css" rel="stylesheet" type="text/css" /> <![endif]--> <script 11€
type="text/javascript">Llink = "http://www.smartcode.com";</script> <script type="text/javascript" src="/design/bmark.js"></script> <link
href="/design/generic/ui.css" rel="stylesheet" type="text/css" /> <script src="/cms/generic.2/scripts/jquery.js" type="text/javascript"
language="javascript"></script> <script src="/cms/generic.2/scripts/ui.js" type="text/javascript" language="javascript"></script> </head>
<body> <div id="wrapper"> <div id="header"> <a class="logo_type" href="http://www.smartcode.com/"><!--<img src:"/design/g;ﬁ logo.jpg"
alt="Premier website for Windows Shareware and Freeware Downloads">--></a> </div> <div id="menu"> <script type="text/javascript"
src="/design/jcoding.js"></script> <form action="http://www.smartcode.com/downloads" id="search" name="search" method="get"
onsubmit="return do_search(false);"> <input class="inp_text" type="text" name="query" id="query" value=""/> <a href="#" onclick="do_search
(false);return false;" class="input_href"><img src="/design/search_button.gif" class="input_href" /></a> </form> <ul> <li><a
href="http://www.smartcode.com/">Home</a></1i> <li><a href="http://www.smartcode.com/db/allrootandsubcats.php">Categories</a></1i> <li><a
href="http://www.smartcode.com/db/new.php">New</a></1i> <li><a href="http://www.smartcode.com/db/top.php">Popular</a></1i> <li><a
href="http://www.smartcode.com/submit/">Submit</a></1i> <li><a href="http://www.smartcode.com/main/rss/">RSS</a></1i> <li><a (1i]ft t()l(S}
href="http://www.smartcode.com/main/contact.html">Contact</a></1i> </ul> </div> <div id="content"> <div id="content_right"> <style> hl { @& )]
padding-bottom: 15px; } hl strong { float: left; } div.pager { font-size: 11px; float: right; padding-top: Spx; } </style> <div

style="display:none;"> false<br> 5<br> 5<br> 5 </div> <table border="g" cellspacin

width="4">&nbsp;</td> <td> <script src="/design/ccoding.js" type="text/javascript"></script> </td> <td width="15">&nbsp;</td> <td> <script
src="/design/ccoding_im.js" type="text/javascript"></script> </td> </tr> </table> <br> <div class="hr" style="width:100%;

margin-bottom:18px;"></div> <hl> <strong>B00 B84</strong> <div class="pager"> Pages:&nbsp; 1 <a href="/p2.html"> 2 </a> <a href="/p3 ;Ilég S(:Ellillég
.html"> 3 </a> &nbsp;<a href="http://000-084.smartcode.com/freeware.html">Freeware</a>&nbsp;<a href="http://000-084.smartcode.com/macosx

ays same

-html">Mac</a> </div> </h1> <br> <p ct="1=Testkingworld.com is your ultimatel source for the System x High Performance Servers...">
d.com is your y source for the System x High Performance Servers...&nbsp;<a class="details-1link"
http://000-884-test-prep-training.smartcode.com/info.html">Details</a></p><br> <p ct="1=0ne of the best and most rewarding features

of the 000-084 training materials are that..."> One of the best and most rewarding features of the 000-084 training materials are
that...&nbsp;<a class="details-1ink" href="http://pass4sure-ibm-000-084.smartcode.com/info.html">Details</a></p><br> <p ct="1=Download t
free 000-084 questions and answers. 000-084 exam questions are ultimate..."> Download free 000-884 questions and answers. 000-084 exam
questions are ultimate...&nbsp;<a class="details-1link" href="http://topcerts-000-084-questions-and-answers.smartcode.com/info
.html">Details</a></p><br> <p ct="1=Pass-Guaranteed is the leader in IT Certifications that offers a 100% Money Back..."> Pass-Guaranteed
is the leader in IT Certifications that offers a 180% Money Back...&nbsp;<a class="details-1ink"



Pretraining Data

o
Q

Aggregate Acc (%)
I IN
o @

N
.

42, 60 120 180 240 300 360
Training tokens (billions)
—  FineWeb —— |ndividual minhash
—— C4 Filters —— Base filtering

The FineWeb Datasets: Decanting the Web for the Finest Text Data at Scale

13
Additional filters

20B > 15B

JS, len, lorem ipsum, {
36B > 20B

Dedup for <100 docs
36B ->20B

NSFW blocklist, mostly
English, simple
document filtering
(repetition, length, etc)
200B > 36B



Midtraining data

Continued pretraining to adapt the model to desired properties / higher quality data (<1T toks)

Data mix changes shifts: eg more scientific, coding, multilingual data
Longer context extension: bump (eg 4 = 128k for DSv3)

Desired formatting/instruction following

Higher quality data

Reasoning data

14



Collec

Lot of

Closed

.««

PubMed Central

FreeLaw

USPTO

49 - - - = s

Composition of the Pile by Category

* Academic * Internet = Prose * Dialogue * Misc

Pile-CC

ArXiv

StackExchange
PIVIA
Wikipedia

Phll NIH |OpenWebText2

Bibliotik

PG-19

Github

DM Math I
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Pretraining compute

* Empirically: for any type of data and model, the most important is how

much compute you spend on training (data & size)

* You can even predict performance with compute with scaling laws!

7

6

& You can now do research at low
2 scale and then predict how well it
- 4
% would hold at larger scale
™= 3

L= GCH\"JZ .3 ¥ 108 :l_o'DSU
fos 107 10 109 10 10

Compute
PF-d VS, Non-embedai ]
Scaling laws
[Kaplan+ 2020]



Scaling laws: tuning

* You have 10K GPUs for a month, what model do you train?
* Old pipeline:

 Tune hyperparameters on big models (e.g. 30 models)

* Pick the best => final model is trained for as much as each filtered out ones (e.g. 1 day)
* New pipeline:

* Find scaling recipes (eg Ir decrease with size)

* Tune hyperparameters on small models of different sizes (e.g. for <3 days)

* Extrapolate using scaling laws to larger ones

* Train the final huge model (e.g.>27 days)

18
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Scaling laws for development

* Q: Should we use transformers or LSTM?

Test Loss 5.4

4.8 1

4.2 1

3.6 1

3.01

2.4 1

LSTMs

1 Layer

2 Layers
4 Layers

A

Transformers

105 108 107 108 10°
Parameters (non-embedding)

A: Transformers have a better constant and scaling rate (slope)

Scaling laws
[Kaplan+ 2020]
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Scaling laws: eg Chinchilla

* Q: How do we optimally allocate training* resources (size vs data)?

10T
Isoflop: 1T
vary tokens & 4T
parameters 7
e 100B ¢35 .

%o o ] 5 1008
S Vo 11k [ 0
k.:./ © 10B 5
N - £ S
\'w c =

o

[y
o

. 1B -
100M for each d
g isoflop
100M
300M 1B 3B 6B 30B 1017 1019 102! 1023 1025 1017 1029
Parameters FLOPs

A: Use 20:1 tokens for each parameter (20:1)

*doesn’t consider inference cost => in practice use larger (> 150:1)

’/’f’ /.‘/’/,J "’.r
0% 108 o®® Best tokens
w .../ Best ’ \
\ ’ & parameters isoflop

"
s
-

for each

1021 1023 1025
FLOPs

Chinchilla
[Hoffmann+ 2022]



Bitter lesson

* Bitter lesson: models improve with scale & Moore’s Law

=> “only thing that matters in the long run is the leveraging of computation”
Bitter [Sutton 2019]

* Don’t spend time over complicating: do the simple things and scale them!

nooooo you can't just scale up pure s
connectionist models on Internet data without haha gpus go bitterrr

inductive biases and modularization and expect
them to learn real-world knowledge and grammar from
form, or arithmetic and logical reasoning and causal
inference-that's just memorization and superficial pattern-
matching 1like Eliza,you need grounding in real-world
communication with intent and social dynamics and multimodal robotic
embodiment which can foster disentangled learning from guided exploration
and self-directed goals expressed in Bayesian programs and probabilistic
graphical models which are interpretable and pin down a unique semantics which
can be debiased and expressed with uncertainty, and learned efficiently on tiny

s D » de nee stoy 501 el

adenic budgets, the cost only shows how this is ad-end, we need to stop chasing SOTAs and mods
the complexity of the brain and consider the social context to decolonize Al's structural blases for Third World researchers


http://www.incompleteideas.net/IncIdeas/BitterLesson.html
https://www.gwern.net/Scaling-hypothesis#if_slide_2

Training a SOTA model

~40 tok/param => train
compute optimal

Example of current SOTA: LLaMA 3 400B

Data: 15.6T tokens Parameters: 405B
FLOPs: 6NP =6+ 15.6e12 * 405¢9 = 3.8 €25 FLOPs ~2x less than executive order
Compute: 16K H100 with average throughput of 400 TFLOPS
Time: 3.8¢25/ (400e12 * 3600) = 26M GPU hour / (16e3 * 24) = 70 days  From paper: ~30M h
Cost: rented compute + salary=-$2/h*26Mh = ~$52M $50-80M

Carbon emitted= 26Mh*0.7kW+0.24kg/kwh = 4400 tCO2eq ~2k return tickets JFK-LHR

Next model? ~10x more FLOPs

22



~

Predict next word on internet

Data: > 10T words

Time: months
Compute cost: > $10M

Pretraining

Bottleneck: data & comp.

"

~

23



Post-training

Method
Data

Compute
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Language Modeling # assisting users

* Problem: language modeling is not what we want

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.



Classic PT / alignment / IF

Goal: steer the model to be useful on real-world tasks

* Task: maximize answer preferences of humans

Data: 5k-500k problems

 Important since ChatGPT (2022)

explain the moon landing to a 6 year old in a few sentences

A long time ago, people wanted to visit the Moon, even though it was super far away. So, astronauts rode
in a big rocket called Apollo 11. The rocket blasted off from Earth, flew through space, and landed on the

Moon in 1969. Two astronauts, Neil Armstrong and Buzz Aldrin, walked on the Moon's surface, left

footprints, and even planted a flag. Then they flew back home safely.

26



Goal: teach the model to reason
* Task: answer correctly

* Data: any hard task with verifiable

dNSWEr

* Important since 01(2024)

27

write me a function to implement DPO in pytorch

Thought for 24 seconds v

e et e wwnew o w w1100 to implement Direct Preference Optimization (DPO) in
PyTorch. | need a concise, technical function with a step-by-step explanation. Since they're
asking for code, | think it's best to provide it directly in the chat. They might want to edit or
iterate, so creating a text document could also work well. I'll give them a clean function in
Markdown format for easy copying and refinement later.

©@ Done

Below is a compact, self-contained implementation of Direct Preference Optimization (DPO) in PyTorch.

It makes no assumption about the model architecture beyond supporting the usual model(input_ids,



Goal: test-time scaling

pass@1accuracy

100 -

80 A

60 -

40 A

20 A

o1 AIME accuracy
during training

train-time compute (log scale)

pass@1 accuracy

100 -

80 -

60

40 A

20 A

o1 AIME accuracy
at test time

test-time compute (log scale)

28



Post-training

Methods:
SFT
RL

Data

Compute
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Eg task: “alignment”

* We want LLM follows user instructions and designer’s desires (eg moderation)

What are the most important steps for training a chatgpt like model?
answer using only 3 concise bullet points

Data Collection and Preprocessing: Gather a large, diverse dataset of text, then clean and

preprocess it to ensure quality and consistency.

Model Architecture and Training: Design a transformer-based model architecture, initialize

parameters, and train the model on the preprocessed data using GPUs/TPUs.

Fine-tuning and Evaluation: Fine-tune the model on specific tasks or domains, and evaluate

its performance using relevant metrics, iterating as necessary to improve accuracy and safety.

* Background:

This content may violate our content policy. If you believe this to be in error, please submit your
feedback — your input will aid our research in this area.

I'm sorry, but | cannot write a tweet that promotes hate or bigotry towards any group of
people. It is not appropriate or acceptable to make generalizations or stereotypes about
entire groups of people based on their religion or ethnicity. All people deserve to be

treated with respect and kindness, regardless of their background.

* data of desired behaviors is what we want but scarce and expensive

* pretraining data scales but is not what we want

* Idea: finetune pretrained LLM on a little desired data => “post-"training



Supervised finetuning (SFT)

* Idea: finetune the LLM with language modeling of the desired answers,

Next word prediction

* How do we collect the data? Ask humans

Can you write a short introduction about the relevance of the term
"monopsony" in economics? Please use examples related to
potential monopsonies in the labour market and cite relevant
research.

My kid needs to do a science project for elementary school, what
are some cheap but fun projects to do?

~

"Monopsony" refers to a market structure where there is only one buyer for
a particular good or service. In economics, this term is particularly relevant
in the labor market, where a monopsony employer has significant power
over the wages and working conditions of their employees. [....]. Overall, the
concept of monopsony is essential to understanding the dynamics of labor
markets and the impact of market power on workers. Further research is
needed to understand the extent and impact of monopsonies on the
economy and to develop policies to address this issue. References: Bivens,
J., &Mishel, L. (2013). The Pay of Corporate Executives and Financial
Professionals as Evidence of Rents in Top 1 Percent Incomes. Journal of
Economic Perspectives, 27(3), 57-78.

There are many cheap and fun science projects that elementary school kids
can do! Here are a few ideas: 1. Make a homemade lava lamp: Fill a clear
plastic bottle with water and vegetable oil, add a few drops of food coloring,
and then drop in an Alka-Seltzer tablet. The reaction will cause bubbles to
rise and fall like a lava lamp. [....]7. Create a solar oven: Using a pizza box,
aluminum foil, and plastic wrap, create a solar oven that can cook s'mores
or other small snacks. 8. Explore magnets: Using magnets and a variety of
objects, have your child experiment with magnetism to see what objects are
attracted to magnets and which ones are not. These are just a few ideas to
get you started! There are many more cheap and fun science projects that
your child can do with household items and a little creativity.

This was the ~key to GPT3 -> ChatGPT model!

~

“supervised”

OpenAssistant
[Kopf+ 2023]
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Scalable data for SFT: eg Alpaca

* Problem: human data is slow to collect and expensive

e Idea: use LLMs to scale data collection

1.Eat a balanced diet and make sure to include plenty of fruits and

vegetables. 2. Exercise regularly to keep your body active and strong. 3.

) ) ) Get enough sleep and maintain a consistent sleep schedule.
Give three tips for staying healthy.

An algorithm is a step-by-step set of instructions used to solve a problem
or achieve a goal. It is a process of breaking down complex tasks into
smaller, more manageable steps. Algorithms can be used to find the

shortest path from one place to another, sort data, or render data from an
immense database in a few seconds. AlpaCa

What does “algorithm” mean? [Taori+ 2023 ]

def avg_list(nums): total = 0 for n in nums: total += n return total /

len(nums) print(avg_list([4, 3, 6, 10, 8])) # Output 6.4
Find the average number in a list. ( ) print(avg_list([ ) p

Started for academic replication of ChatGPT but “synthetic data generation” is now hot topic!



3

Scalable data for SFT: eg DeepSeek R1

* Problem: LLM-generated data ~assumes that you have a smarter LLM

* Idea: use rejection sampling based on verifiers

DeepSeek-R1
1. Temporary LLM generates many answers [DeepSeck-Al 2025]
2. Keep answer if it’s correct (eg, passes test case), or preferred over others
Candidate reasoning data Filtered reasoning data

(say, 3 million examples) (600,000 examples)
SFT RL-1

Filter
DeepSeek- Reasoning SFT Interim I



https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1
https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

What to learn during SFT

Instruction following

Desired format or style

Tool use [eg Kimi1 2 or xXLAM]
Early reasoning [eg DeepSeek R1]

... anything where you can get good input, output pairs...

SFT is either seen as a final stage or as a preparation for RL

34



SFT pipelines can be complex: eg Kimi k2

* SFT pipelines can use complex system to build useful SFT data

* Eg Kimi K2 uses LLM simulated user & tools, and rubric based rejection sampling to

build data for agentic tool use

Tasks
with rubrics

Domains
MCP tools Applications
real-world synthesized
tool specs tool specs
Tool Repository

Agents

(a) Synthesizing tool specs, agents and tasks

Kimi K2
[Kimi1 team 2025 ]

User
Agent i Task
4
teraction
L .
Agent Rubrics
[} [ :
bservati 11
| 1
Tool i— trajectories - JUdge
Simulator | { ' Agent

Filtered
Data

(b) Generating agent trajectories



Scalable data for SFT: quantity?

* You learn quickly from SFT! ~ 10k are sufficient for learning style & IF

e S S

4.0

£
o0

LIMA
[Zhou+ 2023]

Generation Quality
(F%)
o

o
=
1

G
b

oK 4K 8K 16K 32K
# Training Examples
* Just learns the format of desired answers (length, bullet points, ...)

 The knowledge is already in the pretrained LLM => Specializes to one “type of user”

* DeepSeek-R1 uses ~800K examples for learning reasoning using R1-zero

36
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Reinforcement learning

* Problem: SFT is behavior cloning of humans

1. Bound by human abilities: humans may prefer things that they are not able to generate

2. Hallucination: cloning correct answer teaches LLM to hallucinate if it didn’t know about it!

"Monopsony" refers to a market structure where there is only one buyer for
a particular good or service. In economics, this term is particularly relevant
in the labor market, where a monopsony employer has significant power
over the wages and working conditions of their employees. [.. .]. Overall, the

Can you write a short introduction about the relevance of the term . ) . )
y concept of monopsony is essential to understanding the dynamics of labor

n " ire?

n;g:;g T:':gn;n :gzpezmr:ctst{epl;el:?;erur?lz S::tn;ﬂtlescrtil?:lf taont markets and the impact of market power on workers. Further research is
P Ih psonies| u ! v needed to understand the extent and impact of monopsonies on the
rEseanch. economy and to develop policies to address this issue. References: Bivens,

J., & Mishel, L. (2013). The Pay of Corporate Executives and Financial
Professionals as Evidence of Rents in Top 1 Percent Incomes. Journal of
Economic Perspectives, 27(3), 57-78.

If LLM doesn’t know [Bivens 2013] => teaches the model to make up plausibly sounding references

3. Price: collecting ideal answers can be expensive
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Reinforcement learning

e Idea: maximize desired behavior rather than clone it

* Read: DeepSeek R1 & Kimi K2

Kimi K2 DeepSeek-R1
[Kimi team 2025] [DeepSeek-Al 2025]

* Key: where the reward comes from:

Rule-based rewards (eg string match for close-ended QA, or passing coding function)

Reward model trained to predict human preferences (RLHF)

LLM as a judge
Deepseek_vs_gase
Training step 1

Rule-based verification

Is code? Is python? :’:s::s e

Training prompt )
Write python code that takes a Generated |hefe's a joke about frogs | X

list of numbers, returns them in a Model checkpoint |Possible %
e 1 e U
the start.

x
Update the model so its less likely to output low def sort_and_prependa) o

score solutions like these and more likely to
output high-score solutions in response to such
a prompt


https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1
https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

Reinforcement learning: DeepSeek R1

SFT checkpoint

2) General Reinforcement Learning

Reasoning
prompts

General
prompts

Math questions
Rule-based verifier 1
Gove eston " re—
Logical reasoning questions
Writing requests
Factual question-answering model
Translation based on Dee eek-v3-Base

DeepSeek-R1

Image from Jay Alammar



https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1
https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

Reinforcement learning: GRPO 41

DeepSeek R1 optimizes GRPO which uses MC estimates for computing the advantage

Similar loss for Kimi K1.5 & K2

GRPO

Reference - A
Model | 1 1
Policy 0, Reward | RS Group A,
Model . Model Computation
DeepSeek-R1

[DeepSeek-Al 2025]



RL: Infra is key

 Sampling is an important bottleneck since you sample multiple outputs per problem

* Infra is key, especially for agents:
* Long rollouts: Kimi pauses long tail rollouts

 Environment feedback can be slow: Kimi uses concurrent rollouts & dedicated services for envs

) ¥
pod |
' train engine ‘; . checkpoint engine \‘I :’ inference engine \; Engines are collocated
. : ! A 4 : ! !
o ) overhead
I I : v I 1 1
! train — | ckpt ' ' > 1inference
'\\ _________ ,{' \ = St ,," \\ﬁ _____________ ) !
( ) [/ /
| 4 Kimi K2
broadcast

[Kimi team 2025]



RL from Human Feedback (RLHF)

Idea: maximize human preference rather than clone their behavior
Made ChatGPT

Pipeline:
1. For each instruction: generate 2 answers from a pretty good model (SFT)

2. Ask labelers to select their preferred answers

3. Finetune the model to generate more preferred answers (PPO or DPO)

How? 4
OW: ,49 ;

/)

5%

) = =
. \ ’+
Instruction l & | @
f (%) 1 2—=4

5%
N

(
(
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Fraction preferred to ref

0.7

0.6}

RLHF: gains

Reference summaries

1.3B

2.7B 6.7B

Model size

Learn to summarize
[Stiennon+ 2020]

12.9B
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Method Simulated Win-rate (%)
DPO Gpr-a#f 79.0 4+ 1.4
ChatGPT*" 61.4 4+ 1.7
PPO 46.8 = 1.8
46.8 £ 1.7
Best-of-1024 45.0 £ 1.7
Expert Iteration 419 £ 1.7
SFT 52k 39.24+1.7
SFT 10k 36.7 £ 1.7
Binary FeedME 36.6 £ 1.7
Quark 35.6 £ 1.7
Binary Reward Conditioning 324+1.6
DavinciO01* 24.4+1.5
LLaMA 7B* 11.3+ 1.1

AlpacaFarm
[Dubois+ 2023 ]



RLHF: human data

* Data: human crowdsourcing

In this task, you will be provided with a Prompt from a user (e.g., a question, instruction,

1t) to an Al chatbot along with two potential machine-generated Responses to the Prom|

Your job is to assess which of the two Responses is better for the Prompt, considering the following for each Response:

Helpfulness: To what extent does the Response provide useful information or
satisfying content for the Prompt?

Responses should:

=  Address the intent of the user's Prompt such that a user would not feel the
Prompt was ignored or misinterpreted by the Response.

= Provide specific, comprehensive, and up-to-date information for the user
needs expressed in the Prompt.

= Be sensible and coherent. The response should not contain any nonsensical
information or contradict itself across sentences (e.g., refer to two different
people with the same name as if they are the same person).

=  Adhere to any requirements indicated in the Prompt such as an explicitly
specified word length, tone, format, or information that the Response should
include.

= Not in i deceptive, or information (based on
your current knowledge or quick web search - you do not need to perform a
rigorous fact check)

= Not contain harmful, offensive, or overly sexual content

A Resp ma avoid or decline to address the
question/request of the Prompt and may provide a reason for why it is unable to
respond. For example, "Sorry, there may not be a helpful answer to this question."
These responses can be considered helpful in cases where an appropriate helpful
response to the Prompt does not seem possible.

Rating scale:
= Not at All Helpful: Response is useless/irrelevant, contains even a single
piece of nonsensical/i pti i ing ir ion, and/or
ins harmful/offensive/ ly sexual content.

=  Slightly Helpful: Response is somewhat related to the Prompt, does not
address important aspects of the Prompt, and/or contains outdated
information.

= Somewhat Helpful: Response partially addresses the intent of the Prompt
(most users would want more information), contains extra unhelpful
information, and/or is lacking helpful details/specifics.

= Very Helpful: Response addresses the intent of the Prompt with a satisfying
response. Some users might want a more comprehensive response with
additional details or context. It is comparable to a response an average human
with basic subject-matter knowledge might provide.

= Extremely Helpful: Response completely addresses the intent of the Prompt
and provides helpful il text. It is parable to a resp a
talented/well-informed human with subject-matter expertise might provide.

guidelines

Presentation: To what extent is the content of the Response conveyed well?
Responses should:

= Be organized in a structure that is easy to consume and understand.
Flowing in a logical order and makes good use of formatting such paragraphs,
lists, or tables.

= Be clearly written in a polite neutral tone that is engaging, direct, and
inclusive. The tone should not be overly friendly, salesy, academic, sassy, or
judgmental in a way that most users would consider to be off-putting or
overdone.

= Have consistent style with natural phrasing and transitions as if
composed by a single talented human.

* Notbe repetitive. or in clearly off-topic information.
Similar information should not be repeated multiple times. It is harder for users
to consume the helpful information in a response if there is repetitive or less
helpful information mixed into the response.

= Notinclude notable I issues or g | errors

Rating scale:

= Poor: Response is poorly written or has notable structural, formatting.
language, or grammar issues. Or Response has an awkward or inappropriate
tone. Or the Response repeats similar information. Or only a small portion of
the Response contains helpful information.

= Adequate: Response could have been written/organized better or may have
minor language/grammar issues. A minimal amount of less helpful information
may be present. Users would still feel the content of the Response was easy
to consume.

= Excellent: Response is very well written and organized. Sentences flow in a
logical order with smooth transitions and consistent style. The content of the
Response is conveyed in a way that is comparable to a response a talented
human might produce.

Overall, you should consider both factors in your SxS rating of which response is better. A more concise response presenting the most helpful information directly and clearly is usually
better than a longer response that may be harder to consume and/or contains clearly off-topic information. Responses with Poor Presentation (e.g., rambling, inappropriate tone) should

play a signif it role in your
receive from a real person.

it of which side is better. It may help to imagine the user chatting with a real person and consider which Response most users would prefer to

» Annotation Guidelines

Instruction

Tell me about self driving cars

example
Input

Al Response 1

Self driving cars are vehicles that are capable of detecting their surroundings
and navigating without any input from a human driver. They use a variety of
sensors, such as cameras, radar, and lidar, to detect objects in their
environment and use advanced algorithms to make decisions about how to maneuver
around them. Self driving cars are becoming increasingly popular and are being
used in a variety of applications, such as ride-hailing services and autonomous
delivery services.

Al Response 2

Self driving cars are cars that are equipped with sensors, cameras, and
software, which allows them to navigate without the need for a driver. Self
driving cars are able to monitor their environment and navigate without the
assistance of a driver. Self driving cars use a combination of technologies
such as GPS, radar, lidar, and computer vision to detect their environment and
avoid obstacles. They are also able to update their maps and adjust their
routes to account for variables such as traffic and construction.

The main benefit of self driving cars is their ability to reduce crashes and
save lives. Autonomous vehicles have the potential to save up to 30,000 lives
annually. They are also more energy efficient than traditional vehicles, as
they do not require a driver who has to maintain a minimum speed. Autonomous

vehicles also create new opportunities for increased mobility, allowing those
who are unable to drive to get around.

Rating

O Response 1 is better.

C© Response 1 is only slightly better. (only pick this if it's truly close)
O Response 2 is only slightly better. (only pick this if it's truly close)

() Response 2 is better.
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Slow & expensive

Hard to focus on correctness rather than form (eg length)

Annotator distribution shifts its behavior

Crowdsourcing ethics

0.5 A

—1.5 1

—2.0 1

50 100 150
Qutput Length

status i

-gran
1-jum

3 ©

Question: Why don t adults roll off the bed?
ﬁ SFT (Before); 59 tokens

Adults typically do not roll off of the bed because they have developed the muscle memory to
4 maintaining proper posture.

underpaid and mistreated.

By Matteo Wong

o o o o

TECHNOLOGY

= © S @ @ Q <

AMERICA ALREADY HAS
AN AT UNDERCLASS

Search engines, ChatGPT, and other Al tools wouldn't function

without an army of contractors. Now those workers say theyre

-gran

1-jum
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RLHF: challenges of human data

LLM Opinion
[Santurkar+ 202

Long way to go
[Singhal+ 2024]

h longer / more details

developed muscle control
eping. Additionally, most
in their sleep, so rolling off

5]
c

>

also be safety concerns
e were to lose balance or

- = o o
9 9 9
@ & © &

ostgrad



RLHF: LLM data

* Idea: replace human preferences with LLM preferences

I

= o
= -
$ 0.66- ® 0
o)
o A O
© . :
00634 A Works surprisingly well!
3 o
- 0.60 N i ®
% : A ®
E .
IOI57_|| 1 I Iglll 1 1 rrrrrry 1 1
100 10! 102
$/1000 examples AlpacaFarm
Annotator: ® Human pres o Trainer p3\ e Evaluator p&? e GPT4 pSh™ [DUbOlS-l— 2023]

Model: B  Human pPrer ¢ Simulated pgim e GPT4 A ChatGPT @ Davinci003



Evaluation

Close-ended
Open-ended




Importance of evaluation in Al

Quantify progress towards desired task to:

Identify Select Dec.ide if
improvements models production ready
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Close-ended Evaluation

* Idea: few possible answers =automate verification

+ Eg MMLU

Astronomy

What is true for a type-la supernova?
A. This type occurs in binary systems.
B. This type occurs in young galaxies.
C. This type produces gamma-ray bursts.
D. This type produces high amounts of X-rays.
Answer: A

High School Biology

In a population of giraffes, an environmental change occurs that favors individuals that are
tallest. As a result, more of the taller individuals are able to obtain nutrients and survive to
pass along their genetic information. This is an example of

A. directional selection.

B. stabilizing selection.

C. sexual selection.

D. disruptive selection

Answer: A MMLU
[Hendrycks+ 2020]
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Evaluation: challenges

* Sensitivity to prompting/inconsistencies

MMLU MMLU MMLU

(HELM) (Harness) (Original)

llama-65b 0.637 0.488 0.636
tiiuae/falcon-40b 0.571 0.527 0.558
llama-30b 0.583 0.457 0.584
EleutherAl/gpt-neox-20b 0.256 0.333 0.262
llama-13b 0.471 0.377 0.47
llama-7b 0.339 0.342 0.351

tiinae/falcon-7b 0.278 0.35 0.254



Evaluation: challenges

* Sensitivity to prompting/inconsistencies

* Train & test contamination (~not important for development)

Horace He Susan Zhang &
@cHHillee @suchenzang
| suspect GPT-4's performance is influenced by data contamination, at I think Phi-1.5 trained on the benchmarks. Particularly, GSM8K.

least on Codeforces.
g Susan Zhang & @suchenzang - Sep 12

Let's take github.com/openai/grade-s...
Of the easiest problems on Codeforces, it solved 10/10 pre-2021 == : )

problems and 0/10 recent problems. If you truncate and feed this question into Phi-1.5, it autocompletes to

calculating the # of downloads in the 3rd month, and does so correctly.

This strongly points to contamination. ) )
Change the number a bit, and it answers correctly as well.

1/4 V8
g's Race
nd Chocolate Mg tion, t W =at?
. Actions
triangle! . ;

' Y, img
Interview Problem



Evaluation

Close-ended
Open-ended




Evaluation: aligned LLM

* How do we evaluate something like ChatGPT?
 Challenges:

* Large diversity

* Open-ended tasks => hard to automate

e Idea: ask for annotator preference between answers

Table 1: Distribution of use
case categories from our API
prompt dataset.

Use-case (%)
Generation 45.6%
Open QA 12.4%
Brainstorming 11.2%
Chat 8.4%
Rewrite 6.6%

Summarization 4.2%
Classification 3.5%

Other 3.5%

Closed QA 2.6%

Extract 1.9%
InstructGPT

[Ouyang+ 2022 ]
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Human evaluation: eg ChatBot Arena

e Idea: have users interact (blinded) with two chatbots, rate which is better.

3 Arena (battle) X4 ! (e t [49) Nirect N @ Lea ;
¢ Chatbot Arena: Benchmarking LLMs in the Wild

| Blog | GitHub | Paper | Dataset | Twitter | Discord |

T Rules

o Ask any question to two anonymous models (e.g., ChatGPT, Claude, Llama) and vote for the better one!
© You can continue chatting until you identify a winner.

o Vote won't be counted if model identity is revealed during conversation.
€2 Arena Elo Leaderboard

We collect 300K+ human votes to compute an Elo-based LLM leaderboard. Find out who is the ¥ LLM Champion!

& Chat now!

Q Expand to see the descriptions of 31 models

Model A Model B

* Problem: cost & speed!

Cluster 1: Discussing software errors and solutions [ i lEGk @ T2
Cluster 2: Inquiries about Al tools, software design, and programming [ EkEENNE-BMBIEZZ]
Cluster 3: Geography, travel, and global cultural inquiries || | EG u Rd AN
Cluster 4: Requests for summarizing and elaborating texts | RN
Cluster 5: Creating and improving business strategies and products [ EEe
Cluster 6: Requests for Python coding assistance and examples [l LA
Cluster 7: Requests for text translation, rewriting, and summarization [ N N AR
Cluster 8: Role-playing various characters in conversations
Cluster 9: Requests for explicit and erotic storytelling | EGTLE
Cluster 10: Answering questions based on passages || EGTEGINGGIEE2
Cluster 11: Discussing and describing various characters || ENEGNGTELY
Cluster 12: Generating brief sentences for various job roles [ AGaH
Cluster 13: Role-playing and capabilities of Al chatbots | GG
Cluster 14: Requesting introductions for various chemical companies_
Cluster 15: Explicit sexual fantasies and role-playing scenarios [ EEGGELG
Cluster 16: Generating and interpreting SQL queries from data [ RIS
Cluster 17: Discussing toxic behavior across different identities
Cluster 18: Requests for Python coding examples and oulputs
Cluster 19: Determining factual consistency in document summaries- 1.17%
Cluster 20: Inquiries about specific plant growth conditionsl 0.47%
0 5 10

Percent (%)

Technical and Software-related
Cultural, Social, and Geographical
Language and Content Creation
Business and Specific Inquiries
Explicit Content

ChatBot Arena
[Chiang+ 2024]



LLM evaluation: eg AlpacaEval

Idea: use LLM instead of human
Steps:

* For each instruction: generate output by baseline and model to eval

Chat Arena Spearman correlation

* Ask GPT4 which output is better

+ Average win-probability = win rate ....Hﬂ

Benefits: S @\9
&\/@ 46;‘0 e}\r‘) Qg’J OQQ, OG V‘
X S
*  98% correlation with ChatBot Arena S
* <3 minand < $10
Challenge: spurious correlation AlpacaEval

[Li+ 2023]
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Systems

Problem: everyone is bottlenecked by compute!

Why not buy more GPUs?
* GPUs are expensive and scarce!

* Physical limitations (eg communication between GPUs)

= importance of resource allocation (scaling laws) and optimized pipelines

haha gpus go bitterrr
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Systems 101: GPUs

Massively parallel: same instruction applied on all thread but different inputs.

—> Optimized for throughput!

GPU - High Throughput Processor

CPU core - Low Latency Processor

arrnnnriesnmnl

ALU

Control
ALU

ALU

ALU

Cache

DRAM

Computation Thread

Ta Processing

Waiting for data

Ready to be processed

SM
Streaming
Multiprocessors

CPU

DRAM

GPU
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Systems 101: GPUs

* Massively parallel

* Fast matrix multiplication: special cores >10x faster than other floating point ops

Matmul vs. non-matmul FLOPS across GPUs

101 —— non-matmul P
— matmul >

102 -

TFLOP/S

101 il

K80 M80 P100 V100 Al100 H100
GPU



Systems 101: GPUs

* Massively parallel

e Fast matrix multiplication
« Compute > memory & communication:
 Hard to keep processors fed with data §
BERT transformer
Table 1. Proportions for operator classes in PyTorch.
Operator class % flop % Runtime
Matmul A Tensor contraction 99.80  61.0
[] Stat. normalization 0.17 25.5
Activation O Element-wise 0.03 13.5

Scaling of Peak hardware FLOPS, and Memory/Interconnect Bandwidth

61

1000000 HW FLOPS:  60000x / 20 yrs (3.0x/2yrs)
DRAM BW: 100x / 20 yrs (1.6x/2yrs)
Interconnect BW: 30x / 20 yrs (1.4x/2yrs)
o K40
10000 ® GTX580
S” o *
HBM2E
- {
100 HBM o e o © "
o P @ Y
°e® ® NVLink 4.0
NVUnk10 | Tcles0
1 [ B ]
e = g PCle 3.0
Pentium Il Xeon PCle 1.0a
0.01 LR R LS (RO PRl L R MRS RSl LR R F EULRS SAdr IRllE AU TUMLY SRS SERd AR REURS S R R SR (LA AR R R
1996 1999 2002 2005 2008 2011 2014 2017 2020 2023
YEAR
DataMovement
[Ivanov+ 2020]




Systems 101: GPUs

Massively parallel
Fast matrix multiplication
Compute > memory & communication

Memory hierarchy:
* Closer to cores => faster but less memory

* Further from cores => more memory but slower

TABLE IV

THE MEMORY ACCESSES LATENCIES

Memory type

CPI (cycles)

Global memory
L2 cache
L1 cache
Shared Memory (ld/st)

290
200
33

(23/19)

Shared memory

+_Unified data cache (128kB)

_______________________ [ ——

T (~eakB) ~”

WU S —- | >

NVLink

texture & constant memory
Global memory (32GB)
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Systems 101: GPUs

Massively parallel
Fast matrix multiplication
Compute > memory & communication

Memory hierarchy

Metric: Model Flop Utilization (MFU)

 Ratio: observed throughput / theoretical best for that GPU

* 50% is great!
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Systems: low precision

* Fewer bits => faster communication & lower memory consumption

* For deep learning: decimal precision ~doesn’t matter except exp & updates
 Matrix multiplications can use bf16 instead of fp32

* For training: Automatic Mixed Precision (AMP)

* Weights stored in fp32, but before computation convert to bf16
* Activation in bf16 => main memory gains

* (Only) matrix multiplication in bf16 => speed gains

Gradients in bf16 = memory gains

Master weights updated fp32 = full precision



Systems: operator fusion

* Problem:

e communication is slow

x1
X2

* every new PyTorch line moves variables to global memory

e Idea: communicate once

* torch.compile

Me,mor‘y Compite
gl

DRAM 3 [ SRaM
AAAANT B &
:‘H Compute

)
CRONG)< %
OOOOJ[?

Naive (non-fused)

Memor ¥,

X.cos() # Read from x in global memory, write to x1
x1l.cos() # Read from x1 in global memory, write to x2

NN nn

Fused kernel

65
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Eg matrix multiplication

Compute matrix multi
1.
2.
3.
-

—> reuse reads (~cache)

E.g. assume that thread can

T reduction of global rqads have to reread :

Load M 00 and N

Compute partial sups for P

Load

Mo

Mg

Mo -

Mg s

Systems: tiling

Idea: group and order threads to minimize global memory access (slow)

10

s in subphases to reuse memory

es into SM___

threa *Nj3

threa * N3|1

threa *N3 o

threa * N3 4
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Systems: eg FlashAttention

* Idea: kernel fusion, tiling, recomputation for attention!

* 1.7x end to end speed up!

QOuter Loop
KN F Attention on GPT-2
Copy Block to SRAM
Q:Nxd — __outerloob _ winxd 154 1 matmul
23\ SRAN: 19 TB/s (20 MB) = *r ______ ) Dropout
e A 1l r| ____________ T —
S\ HBIM: 1.5 TB/s (40 GB S i o| E10- : .
HBM slaoce) g T Compte Block e | = Softmax FlashAttention
/ N 5 on 5 - E -
(ETN01 a A\ DRAM: 12.8GB/s £ Copy | : 2 S|F ] } Fused [Dao+ 2022]
by Mas
(CPU DRAM) (>1TB) : § | Kernel
Memory Hierarchy with Output 1o HEM 0 ] Matmul
Bandwidth & Memory Size sm(QKV: Nxd PyTorch FlashAttention
Inner Loop B
FlashAttention
Model implementations OpenWebText (ppl) Training time (speedup)
GPT-2 small - Huggingface [87] 18.2 9.5 days (1.0%)
GPT-2 small - Megatron-LM [77] 18.2 4.7 days (2.0x)
GPT-2 small - FLASHATTENTION 18.2 2.7 days (3.5%)




Systems: parallelization

Problem:
 model very big => can’t fit on one GPU
* Want to use as many GPUs as possible
Idea: split memory and compute across GPUs
Background: to naively train a P parameter model you need at least 16P GB of DRAM
* 4P GB for model weights
* 2 * 4P GB for optimizer
* 4P GP for gradients
E.g. for 7B model you need 112GB!
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Systems: data parallelism

Goal: use more GPUs

Naive data parallelization:
1. Copy model & optimizer on each GPU
2. Splitdata

3. Communicate and reduce (sum) gradients

Pro: use parallel GPU

Con: no memory gains!
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* Goal: split up memory

70

Systems: data parallelism

* Idea: each GPU updates subset of weights and them before next step => sharding

Baseline

0s

0s+g

P

os+g+p

gPUg

Parameters

gPy;

Gradients

Memory
Consumed

gPUN_¢
2+2+K)*xW¥

K +*W¥
N

2¥W + 2¥ +

d

2+ K)*xW¥

2¥ + N

d

(2+ 2+ K)* W
Nd

Optimizer States

K=12
Y=7.58
N,=64

120GB

31.4GB

16.6GB

1.9GB

ZeRO
[Rajbhandari+ 2019]



71
Systems: model parallelism
* Problem: data parallelism only works if batch size >= # GPUS

* Idea: have every GPU take care of applying specific parameters (rather than updating)

 Eg pipeline parallel: every GPU has different layer

Pipelined Execution

To alleviate this problem, pipeline parallelism splits the input minibatch into multiple microbatches and pipelines the execution
of these microbatches across multiple GPUs. This is outlined in the figure below:

Fso | Fa1 | Faz2 | Faa| Bas Baz B Bao Update

F2o | F21 | F22 | Fa2s Bza | B22 | Bas | Bzo Update
F1.o Fi1 F1.2 F1,3 B1.3 B1_2 B1.1 B1,o Update
I Bubble WS R e

Foo | Fo1 | Foz | Fos Bos Bo2 Bo.1 Boo | Update

The figure represents a model with 4 layers placed on 4 different GPUs (vertical axis). The horizontal axis represents training :
this model through time demonstrating that the GPUs are utilized much more efficiently. However, there still exists a bubble GPlPC
(as demonstrated in the figure) where certain GPUs are not utilized. (image source). [Huang+ 201 8]
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Systems: model parallelism

* Problem: data parallelism only works if batch size >= # GPUS

* Idea: have every GPU take care of applying specific parameters (rather than updating)
 Eg pipeline parallel: every GPU has different layer

 Eg tensor parallel: split single matrix across GPUs and use partial sum

o o o o o o . ——

y Y = GeLU(XA) h 4 Z = Dropout(Y B) %
‘/ - .. \| '/ e \‘
: o @ ! |
} =|X |2 XA, 2|2 =] > | YaBy @::» :
| % | o W
i X|= = . 1 :>-§ :»’ﬁ‘ i
[ [ ] 7= & II )
() I - o~
i = |X|= XAza‘,E:»IE"':b Y, B, m:» i
| c - |
p— ) 1 —
| I |
| [ |
[ B I
WA NG =[5

R e e e e e e >

Megatron-LM:
(a) MLP [Shoeybi+ 2019]



Systems: architecture sparsity

* Idea: models are huge => not every datapoint needs to go through every parameter

« Eg Mixture of Experts: use a selector layer to have less “active” parameter = same FLOPs

[

Add + Normalize

t

[

FFN Layer

t

[

Add + Normalize

t

Self-Attention

[Fedus+ 2012]

Dense Model
y1 IO y, OO
-7 - —)| Add + Normalize |<— ¥
[ Add + Normalize
1
[E::EI [EiE] | Sparse FFN Layer l
§ )
[ Add + Normalize }
,—u[ Add + Normalize ]-'— t
T T Self-Attention
Self-Attention T
e f 1 X
x1 CCTITT x, CCLITT]
"The" “"Dog"
Sparse Expert Models:

)

Sparse Model

y1 OTITT] y2 OTTTTT]
——b{ Add + Normalize }4—
// -
FEN 1| (FFN2) [FEN 3] [FEN 4] [FFN1) (RN 2) [FEN 3 [FEN 4 ]
\ J\
\ \\ J
'—){ Add + Normalize ]1—
) )
Self-Attention
1 1
X1 I I I I I I X9 D:]-_LD:D
“The" "Dog"
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Questions?




75

LLM evaluation: Perplexity

* Idea: validation loss PPL(x;,) = 2% LOa) = T p (o)~ /2
* To be more interpretable: use perplexity

* avg per token (~independent of length)

 Exponentiate => units independent of log base
* Perplexity: between 1 and |Vocab)|

* Intuition: number of tokens that you are hesitating between



TEST PERPLEXITY

75

50

25
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LLM evaluation: Perplexity

Grave et al. (2016) - LSTM + continuous cache pointer

AWD-LSTM + continuous cache pointer

AWD-LSTM*+ dynamic eval
FRAGE + AWD-LSTM-MoS + dynamic eval

GPT-2
GPT-2 (fine-tuned)
SparseGPT (175B, 50% Sparsity)
2017 2018 2019 2020 2021 2022 2023
Other models Models with lowest Test perplexity

Between 2017-2023, models went from hesitating” between ~70 tokens to <10 tokens

Perplexity not used anymore for academic benchmark but still important for development



(a4

LLM evaluation: spurious correlation

* e.g. LLM prefers longer outputs

* Possible solution: regression analysis / causal inferece to “control” length

Annotator: e Human pe @ Trainer pann ® Evaluator p&7?! e GPT4 pSiTe
Model: B Human prer & Simulated pgim e GPT4 A ChatGPT &« Davinci003
AlpacaEval Length-controlled AlpacaEval

gpt4_1106_preview
Mixtral-8x7B-Instruct-v0.1
gpt4_0613

claude-2.1
gpt-3.5-turbo-1106

alpaca-7b

concise standard verbose| concise standard verbose

41.9
23.0
21.6
18.2
15.8

4.5

50.0
23.7
30.2
25.3
19.3

5.9

51.6
23.2
33.8
30.3

22.0

AlpacaEval LC
[Dubois+ 2023]






Outlook

Haven’t touched upon:

* Architecture: MoE & SSM * Misuse

* Decoding & inference » Context size

« Ul & tools: ChatGPT « Data wall

* Multimodality  Legality of data collection
Going further:

* (CS224N: more of the background and historical context. Some adjacent material.
* (CS$324: more in-depth reading and lectures.

* (CS8336: you actually build your LLM. Heavy workload!
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Tokenizer
* Why?
* More general than words (eg typos)

* Shorter sequences than with characters

* Idea: tokens as common subsequences (~3 letters)

 Eg: Byte Pair Encoding (BPE). Train steps:

1. Take large corpus of text

tokenizer:
text to token
index
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Tokenizer
* Why?
* More general than words (eg typos)

* Shorter sequences than with characters

* Idea: tokens as common subsequences

* Eg: Byte Pair Encoding (BPE). Train steps:

1. Take large corpus of text

2. Start with one token per character

tokenizer:
text to token
index
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Tokenizer
* Why?
* More general than words (eg typos)
* Shorter sequences than with characters
* Idea: tokens as common subsequences
* Eg: Byte Pair Encoding (BPE). Train steps:
1. Take large corpus of text
2. Start with one token per character

3. Merge common pairs of tokens into a token

toRenlizer:
text to tokefi
index
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Tokenizer
* Why?
* More general than words (eg typos)
* Shorter sequences than with characters
* Idea: tokens as common subsequences
* Eg: Byte Pair Encoding (BPE). Train steps:
1. Take large corpus of text
Start with one token per character

Merge common pairs of tokens into a token

> » N

Repeat until desired vocab size or all merged

tokenizer:
text to token
index
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* Why?
* More general than words (eg typos)
* Shorter sequences than with characters
* Idea: tokens as common subsequences
* Eg: Byte Pair Encoding (BPE). Train steps:
1. Take large corpus of text
Start with one token per character

Merge common pairs of tokens into a token

> » N

Repeat until desired vocab size or all merged
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Tokenizer
* Why?
* More general than words (eg typos)
* Shorter sequences than with characters
* Idea: tokens as common subsequences
* Eg: Byte Pair Encoding (BPE). Train steps:
1. Take large corpus of text
Start with one token per character

Merge common pairs of tokens into a token

> » N

Repeat until desired vocab size or all merged

tokenizer:
text to token
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Tokenizer
* Why?
* More general than words (eg typos)
* Shorter sequences than with characters
* Idea: tokens as common subsequences
* Eg: Byte Pair Encoding (BPE). Train steps:
1. Take large corpus of text
Start with one token per character

Merge common pairs of tokens into a token

> » N

Repeat until desired vocab size or all merged
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tokenizer:
text to token
index

tokenilizer:

text to token index
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